An Empirical Evaluationof the Student-NetDelay
TolerantNetwork

Jing Su, Ashvin GoeV, Eyal de Lara
Departmenbof ComputerScience
YDepartmenbf Electricaland ComputerEngineering
University of Toronto
http://www.cs.toronto.edufjingsu,delarg, http://wwweecg.toronto.edu/ ashvin

Abstract—Radio equipped mobile devices have enjoyed
tremendousgrowth in the past few years. We obsewve that in
the near future it might be possible to build a network that
routesdelay-tolerant packetsby harnessinguser mobility and the
pervasive availability of wirelessdevices. Such a delay-tolerant
network could be usedto supplementwirelessinfrastructur e or
provide sewvice where none is available. Since mobile devices
in a delay-tolerant network forward packets to nearby users,
the devices can use short-range radio, which potentially reduces
device power consumption and radio contention.

The design of a user mobility based delay-tolerant network
raises two key challenges:determining the connectvity of such
a network, and determining the latency characteristics and
replication requirementsof routing algorithms in sucha network.
To determine realistic contact patterns, we collecteduser mobility
data by conducting two user studies. We out tted groups of
students with instrumented wir eless-enabledPDAs that logged
pairwise contacts between study participants over a period of
several weeks.Experiments conducted on thesetraces show that
it is possibleto form a delay-tolerant network basedon human
mobility. The network has good connectiity, sothat routesexist
betweenalmost all study participants via some multi-hop path.
Mor eover, it is possibleto effectively route packets with modest
replication.

|. INTRODUCTION

Mobile devices,which enableentirenew classe®f applica-
tions, have enjoyed tremendougrowth in the pastfew years.
As the numberof radio-equippeanobile devicesincreasesywe
obsene thatit might be possibleto build a network thatroutes
delay-tolerantpaclkets based on pairwise contact between
users. Such a delay-tolerantnetwork (DTN) [1] could be
usedto supplementvirelessinfrastructureor provide service
wherenoneis available.For paclet delivery, the delay-tolerant
network usestwo transportsusermobility (no radio needed!)
and paclet forwarding when usersmeet. In the latter case,
mobile devicesonly needshort-rangeadio, which potentially
reducegdevice power consumptiornand radio contention.

Typically, delay-tolerantnetworks exhibit long periods of
disconnectionwhere nodes seldom have end-to-endinstan-
taneousconnectvity. As a result, designingeffective routing
protocolsis challenging.In particular existing routing algo-
rithms for ad hoc networks suchas DSR [2] and DSDV [3]
assumeeasonableonnectvity andarethusnotwell suitedfor

delay-tolerannhetworks. Furthermorethe disconnectedhature
of the network resultsin incompleterouting information, and
hencereplicationmay be neededo improve successfupaclet
delivery aswell aspaclet delivery times.

Themaingoalof thiswork is to determinevhetherrealuser
mobility patternscanbeusedto build adelay-toleranhetwork.
In particular we wish to addresshe following key questions:
1) what are the connectvity characteristicof this network,
and 2) what are the lateng characteristicsand replication
requirementsof the routing algorithmsthat can be usedin
sucha network.

As a rst steptowards our goal, we conductedtwo user
studies to collect traces of user mobility. In each study
we out tted groups of 20 studentswith Bluetooth-enabled
Palm PDA devices. We con gured the PDAs to periodically
searchfor otherparticipantsandloggedall pairwisemeetings
between users. While this data does not provide precise
informationaboutusermovement,it capturesall opportunities
for communicationin our network.

We thenusedthe tracedatato determinenetwork connec-
tivity and experimentedwith two typesof routing algorithms
to evaluatethe inherentlateng vs. replicationtrade-of in our
network. Our rst algorithmusesepidemicpropagatiori4] to
forward paclets.While this algorithmcandeliver paclketswith
the leastlatengy, it requiresmakinga large numberof paclet
replicas. As a result, we explore link-state algorithms [5],
under varying degreesof source-basedeplication, that use
pastbehaior of contactpatternsto determinerouting paths.

Our resultsshowv that even though our network is sparse
it has good connectvity. In particular while most partici-
pantscome into direct contactwith only a small subsetof
other participants,they are able to indirectly contactalmost
all other participantsvia somemulti-hop path. Furthermore,
even participantsthat comeinto direct contactcan generally
route packetsto eachotherwith lower delay using multi-hop
paths.In our network, the medianone-way delivery time is
approximatelythreedays.While this is not practical,we stress
thatour populationsizewasvery smallcomparedo the areaof
the city. Whencomparingepidemicpropagatiorwith the link-
statealgorithmswe nd thatthelink-statealgorithmsrequirea
smallfraction (about1/10th)of pacletscomparedo epidemic
but incur only twice the lateng.



This paper makes two contributions. First we shov that
it is feasibleto build delay-tolerantnetworks basedon real
traces[6] of human mobility. Second,we characterizethe
performancef differentclasse®f delay-tolerantoutingalgo-
rithmsin termsof their lateng characteristic@ndreplication
requirements.

Therestof this paperis organizedasfollows. The following
sectiondescribeshe experimentwe conductedo collecttraces
of pairwise contactsbetweenusers.Sectionlll characterizes
the mobility data trace and motivates the need for multi-
hop routing stratgjies. Next, SectionlVV describeghe routing
algorithmsthat we experimentwith. SectionV describesour
resultsandSectionVI discussesurexperiencesn conducting
mobility studiesand sometechnicallimitationsin our current
study We cover relatedwork in SectionVIl, and presentour
conclusionsand avenuesfor future work in SectionVIII.

Il. EXPERIMENT

Since we wish to use real user mobility datato evaluate
the feasibility of human-basedlelay-tolerantnetworks, we
conductedan experimentto collect tracesof pairwise contact
betweenusers[6].1 Our experimentidenti ed when ary two
usersmet, but did not transferreal dataor measureconnec-
tion bandwidth.This approachwas easierto implementand
provided sufcient datato evaluateour routing algorithms.

To collect tracesof pairwise user meetings,we out tted
userswith instrumentedmobile devices. The instrumented
deviceshadto satisfythreerequirementsi) thereneededo be
motivationfor the userto carrythe device asoftenaspossible;
2) the datacollection had to work independenbf the users
actiities; and3) thedevice hadto operatefor atleastaneight-
hour period, i.e. a work day Below, we describehow these
requirementsvere metin our experiments.

We provideduserswith afeaturefuldevice to encouragére-
guentcarrying,andimplementedur instrumentatiorsoftware
to have minimal impact on usability Thoughwe could have
usedspecializeddevices for our experiment(e.g., motes[7]),
we usedcommodity PDAs (a Palm device with a short-range
Bluetoothradio) becauset helpshighlight our motivation to
network consumemobile devicesin interestingways.

Our aim wasto detectopportunisticpairwisecontact,even
whenusersmight not be awareof it. Contactcould take place
while at a meeting,waiting for an elevator, or even walking
by anothemarticipant.Usersmight not be aware of who may
or may not be a participant, and they might not be using
their devices during that momentof contact. Nevertheless,
it is desirableto record such contact since it presentsa
communicationopportunity As a result, our instrumentation
software ran continuouslyandinvisibly in the background.

We expectedthat mostuserswould not have an opportunity
to rechagetheir device until the endof theday. Sothe devices
hadto operatefor at leastan eight-hourwork-day Requiring
mid-day rechageswould be disruptive of the users routine
and increasethe likelihood of the device being forgotten or

1we referto participants(subjects)in our userstudiesas “users”.
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Fig. 1: Radio protocol

left behind. Unfortunately our experienceshaved that it is
not possibleto meetthe eight-hourbatteryrequirementwhen
the Palm devices, even with short-rangeradio, are continu-
ously powered and transmitting on their radios. Therefore,
judiciously managingdevice activity, and in particularradio
transmissionsyas essentialto achiezing our data gathering
objecties.

The designof our radio protocol was in uenced by two
main factors: 1) catching opportunistic contact; and 2) en-
suring the devices operatedfor at leasteight hours between
rechages.Assuminga 10-meterantennaange,andanaverage
walking speedof 2 m/s, there is a 10-secondwindow of
opportunityto detecta userwalking directly pastanothersta-
tionary user Thereforewe expect10-secondntervals between
device searche$o besufcient for catchingmostopportunistic
contacts.

Unfortunately a 10-secondperiod consumedtoo much
power and devicesfell shortof the eight-hourwork-daygoal.
As aresult,our protocolsearchegor peerdevicesonceevery
16 secondsWe recognizethat the 16 secondsearchinterval
can miss certaininstancef pairwise contact.However, this
simply meansour datatracesareconserative. A shortersleep
time will capturemore data,but requiresmore batterypower.

To maximize power conseration underour radio protocol,
device radiosare active for a shortperiod of time within the
16 secondperiod and sleepthe rest of the time. To increase
the odds of successfuldetectionwe time-synchronizedall
devices[8] at the startof the userstudy using Network Time
Protocol(NTP).

Our protocol is illustrated in Figure 1. All devices start
the protocol cycle at the sametime, where they enter into
an active radio mode. Within this mode, devices listen for
peersaswell astransmittheir presencdor threesecondsat a
randomizedime. BecauseBluetoothdevices are half-duple,
the randomizationprovides a necessaryform of contention
avoidance.Devicesthen sleepfor the restof the period until
the start of the next cycle. Under normal user actvity, this
radio protocol gave approximately8 to 10 hours of battery
life. To ensurethat clock drift doesnot hinderthe protocol's
effectivenesgluring the userstudyperiod,we re-synchronized
eachPalm device at leastonceper week usingNTP.



User Study 1 User Study 2
subjects 21 gradstudents| 23 undegrad students

3 stationary 3 stationary
length of study 2.5 weeks 8 weeks
tracelength 30486tuples 11161tuples

TABLE |: Summaryof User Studies

A. Data Collection Prototype

For our experiments,we used Palm TungstenT PDA
devices, running the Palm OperatingSystem(PalmOS) Be-
causesufcient batterylife is a major concern,the PocletPC
platform, which usuallylastsapproximatelyten hourswithout
radio usagewas not a viable option. Similarly, dueto power
concernswe use Bluetoothradio insteadof WiFi (WiFi can
consumebetweenl0 to 50 times more power than Bluetooth
in low-usagemodes [9]).

EachPalm device recordeduplesof contactdata.At theend
of the userstudy the logs of eachof the Palmswere memged
togetherto form a singletrace.This traceis a list of tuplesof
the form: (timestamp, node id, node id) .

It shouldbe notedthat for the experiment,devices do not
track or shareuserinformation, and the mappingof devices
to usersis kept con dential. The trace data for analysisis
anorymized beforeuse. At this time we do not considerthe
securityand privagcy concernsn sucha network.

B. User Studies

We conductedtwo separateuser studies. Each study in-
volved approximately20 studentsin total from two separate
classesin two different departmentsat the University of
Toronto: ComputerScience(CS) andElectricaland Computer
Engineering(ECE).

The rst user study involved only graduatestudentsand
lastedfor two-and-a-halfweeks.Nine studentswerein a CS
graduatecourse gightstudentaverein agraduateECE course,
andonestudentvasunrelatedo eitherof thosetwo courseslin
additionwe hid threestationarydevicesin severallocationsto
simulatean always available stationaryuser The seconduser
studyinvolvedonly undegraduatestudentsandlastedfor eight
weeks.Tenstudentsverein anundegraduateCS classandten
in anundegraduateECE class.Again, threestationarydevices
were hiddenin variouslocationsto simulatestationaryusers.
A summaryof the userstudiesis shavn in Tablel.

I11. INITIAL CHARACTERIZATION

In this section,we presentan initial analysisof the data
traceswe collected.Speci cally, we shawv thatrouting paclets
throughintermediatsnodesmprovesnetwork connectvity and
reducedateng.

A. Connectivity

Figure 2 shows the adjacencyand readability of all nodes
in the two user studiesover the full length of the traces.
Adjaceny refersto the numberof other peersthat a node

2| ow usageis de ned as,on average 90% of time in sleepmodeand10%
of thetime in receve andtransmitmodes.

comesinto contactdirectly. Reachabilityrefersto the number
of other peersthat a node comesinto contactindirectly, via

somecausalpath of intermediatenodes.Along the X-axis is

an enumerationof all nodesin each study sorted by their
connectvity. Connectvity (showvn on the Y-axig refers to

eitheradjacenyg or reachability i.e. the numberof otherpeers
that the nodecomesinto contactdirectly or indirectly.

We seethatmulti-hop pathsprovide a signi cant increasen
connectvity. On the far left of Figure 2(a), the nodewith the
smallestadjacenyg (it comesinto direct contactwith 5 other
peers),is ableto reachalmostall other peers(19 otherpeers)
via somemulti-hop path. Over half of the nodesin the rst
userstudy comeinto direct contactwith lessthanhalf of the
otherpeers;andyet reachabilityfor all of the nodesis nearly
perfect.We seea similar trendin Figure 2(b) for the second
user study where most nodesare adjacentto lessthan half
of the otherpeers,andyet are ableto reachmostor even all
peersvia multi-hop paths.

Since mary participantsattendthe samelectures,we ex-
aminewhetherclasstime hasan effect on the connectwity of
thetrace.We remove momentsof contactwhich take placel5
minutesbefore,during, and 15 minutesafter scheduledclass
times of the participants.The effects are illustrated by the
lines labelled“no class”in Figure 2. Thoughthe classtime
removal shovs somelossin adjacenyg, reachabilityremains
consistentlyhigh.

We also examined the degree to which speci ¢ nodes
were critical in forming the connectvity of the network. The
adjacenyg andreachabilityof nodeswerere-examinedmultiple
times, eachtime independentlyremoving a node.In all cases
network reachabilitywasnot signi cantly affected.This shovs
that there is robustnessin the contactsbetweennodes,and
alternatve pathsfor reachability can often be found. Thus
while nodeswith high adjaceng are bene cial, they are not
vital to the connectvity of the network asa whole.

Furthermorewe alsoexaminedthe degreeto which the hid-
den stationarynodesplayeda role in providing connectvity.
We performedthe above analysisafter removing all contacts
involving the three hidden nodes.We found no signi cant
loss from remaoving thesestationarydevices. We believe the
stationarydevices were not effective asintermediariedueto
the shortradio rangeof Bluetooth.

Theseresultsaresigni cant in thatthey show it is possible
to createa network basedon pairwise meetingsand node
mobility. While mostnodesonly meeta small fraction of all
nodesn the study forwardingpacletsoverintermediatenodes
enablescommunicationbetweenalmostall nodes.Moreover,
theseresultsshav that thereis signi cant robustnessin the
network with mary alternatve multi-hop pathsbetweemodes.

B. Latency

To understandvhethermulti-hop pathscan provide lower
latengy communicationbetween nodes comparedto peers
meetingdirectly, we ranthe tracesthroughan experimentthat
implementsepidemicpropagationFor all of our experiments,
we randomly group nodestogetheras sendersand recevers.
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Fig. 2: Adjaceny and reachabilityplots

Every node acts as a sender and is randomly assigneda
speci c recever. No two nodesareassignedhe samerecever,
andit is not necessarilythe casethat sendeirecever pairings
are bidirectional.Becauseof the natureof epidemicpropaga-
tion and almostfull connectvity of our network (over time),
we expectthat multiple replicasof a paclet will likely arrive
atits destinationWe call the rst successfutlelivery of every
pacletthe r starrival. We provide a moredetaileddescription
of the epidemicpropagationin SectionlV-A.

Figure 3 shaws the distribution of hop countsfor all suc-
cessfullydelivered rst arrival paclets. The graphshaws that
approximately81% (100%-18.37%)of paclets found lower
lateng pathsto their destinationvia multiple hop paths.This
result shawvs that not only are multi-hop pathsnecessanfor
connectingnodes,but they also provide lowerlateny packet
delivery.

IV. ROUTING PrROTOCOLS

In this section,we describethe two routing protocolsused
in our experimentsOur objectie is to explore the lateng vs.
replicationtrade-of in theserouting algorithms.We startwith
epidemicpropagationwhich candeliver paclketswith theleast
latengy but can resultin a large numberof paclet replicas.
Next, we explore two variationsof a link-statealgorithmthat
usepastbehaior to determinerouting pathsat runtime. These
algorithmslimit pacletreplicationbut increasepacletdelivery
latengy. We thenexplore the effect of incrementallyincreasing
source-basedeplicationin our link-statealgorithms.

A. Epidemic

In epidemic propagation,every paclket transmittedby a
sourcenode eventually arrives at every node reachablefrom
the source Whentwo nodesmeet(asindicatedby anentryin
thetrace)they transmitto eachothercopiesof all their paclets.
Oncea nodehasa paclet, it is keptinde nitely and doesnot
receve new copiesof it. Epidemic,by its nature,providesthe
lowest latenciesand highestsuccesgate for paclet delivery.
Sinceall nodes(including intermediariesyeplicatethe paclet,
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Fig. 3: Hop countsfor all rst arrivals; graphsumsto 100%

up to N replicascan be created,whereN is the numberof
nodesin the network.

By itself, epidemic propagationcontains no method for
paclet removal. Techniquesexist for removing paclets from
gueuessuchastime-to-live restrictionand probabilisticdeliv-
ery detection.However, in the worst case,the entire network
must be ooded with ary given paclet to ensuresuccessful
delivery.

In our epidemic experiment, nodeskeep paclets until a
global oracle hasdeterminedhat a paclket hasbeensuccess-
fully delivered. Clearly, such an oracleis highly idealized.
Even so, our experimentshaved that, on average,epidemic
createdll copiesper paclketin a network with only 21 nodes.
The medianis 10 copies,with a maximumof 21. This is an



intuitive resultbasedon our ndings in Sectionlll. Because
almostall nodeshave a causalpath from itself to all other
nodes,on averagewe expect half the network to be ooded
for a given sourceto reacha given destination.

As describedin Sectionll, power managemenis an im-
portant factor for mobile devices, especiallywith respectto
radio use.Eachadditionalreplicain the experimentrepresents
additionalpacletsto betransmittecbver radio. Thusthereis an
inherentrelationshipbetweenreplicationand increasedadio
use.Thoughshortrangeradiotechnologiesanhave very high
throughputspeedsthe primary concernis power consumption.
This resultmotivatesexploring routing algorithmsthat require
fewer replicas.

B. Link-StateProtocol

Unlike connectedad hoc networks, delaytolerantnetworks
are mostly disconnectedand partitioned.In sucha network,
route queryingon-demandwvould be impractical.Instead,we
assumethat pastusermobility patternsare a good predictor
of future patterns.The intuition is that people have regular
schedulesand meeting patterns,leading to regular pairwise
contactpatterns.

We explore the use of a link-state basedprotocol to de-
termine routing pathsat runtime in delay-tolerantnetworks.
In a link-state protocol, eachnode maintainsstateaboutthe
connectvity of the network. Eachnodeshareshis statewith
othernodesthat it meetsand re-evaluatesits own statebased
on its own obsenations combinedwith the state of other
nodes.Intuitively, this meansnodestrack who they meet,and
learnwith whom other nodesmeet.

In our link-state protocol, eachnode storesa graph of its
perceved state of the network, which we refer to as the
link-state graph. This graphis storedas a table of edgesof
the form (node id, node id, weight, version)
The table, in the worst case,canhasre N (N 1) edges,
whereN is the numberof nodesin the system.

Edge weightsin the link-state graph provide an estimate
of delay betweenpairwisecontactsandare a function of the
inter-contacttime intervals. For example, the edge may be
assignedhe averagetime interval betweenpairwise contacts.

We explore two methodsfor maintaining edge weights:
medianlatenciegwhich we referto asmedianweighting),and
exponentiallyweightedlatenciegwhich we referto asaverage
weighting).With medianweighting,eachedgeentryin alink-
stategraphmaintainsan unboundedarray of contactintervals.
When computingweightsor exchanginglink-state graphen-
tries, the medianvalue is selectedfrom this array and used
asthe weight. The contentsof the unboundedarray are never
shared With averageweighting,edgeweightsare updatedus-
ing the formula: weight,o,, = (1 ) | + weight /4,
wherel is the time intenval sincelast contactwith the given
peerand is the weighting parameterWe choosea large
valueof (0.9) to give weightto the time interval history.

Over time, nodeswill make updatedo their link-stategraph
tableandsharethe updatedentrieswith othernodes.We usea
single-writing/multi-reademodelwhereonly the owner of an

edgeentry can updateit and incrementthe version number
Next, we describeour link-state protocol, which consistsof
three phasesand how the graphstructureis used.Note that
the link-stateprotocol only runsuponradio contact.

StateUpdate: In this mode,eachnodeupdatesits edge
entry in the link-state graph for this node pair by adjusting
the edgeweight andincrementingthe entry's versionnumber
The edgeweight is derived from the time intenal from last
contactbetweernthis pair, as describedearlier

State Sharing: Next, the pair of nodeswill sharetheir
link-state graphswith one another Each node will transmit
“newer” graph entriesto its peer: entriesthat are unknaovn
to its peer or entriesthat have a higherversionnumber The
recipientnodecreatesnew entriesor replacesxisting entries
with newer versions.n this statesharingmode,N (N 1)
entriesmay have to be exchangedn the worst case.

StateLookup: Oncestatesharinghascompletedthe pair
of nodes(still in contact)enterstatelookup mode.Eachnode
performsa min-pathsearchover its link-stategraph,resulting
in a minimum spanningtree from itself to all other known
nodes An exampleof the resultingspanningree generatecht
node 02 in our experimentis shavn in Figure 4. For every
paclet in its queue (which may include paclets generated
by it as well as handedto it by other nodes),the node
pairs communicateto comparethe expected lateny from
themseles to the destination.If the expectedlateny from
the peeris lessthan from itself, the paclet is transmittedto
the peer Otherwise the paclet remainsqueued.

C. IdealizedLink-StateGraph

Becauseour link-state protocol must learn the network
stateat runtime, thereis a considerablé'warm-up” cost. We
experimentedwith a link-state graph with presetread-only
weights. This idealizedlink stategraphhasno warm-upcost
and doesnot suffer from making con icting decisionsdueto
frequentstatechangesndtransitionsthusproviding anupper
boundfor how well our live algorithmswill work in practice.
In the idealizedlink stateexperimentswe rst precomputed
the link-state graph structureby walking the full length of
the trace.We then provide all nodeswith a copy of this data
structurebeforethe start of the experiment.

Note that epidemicpropagationhas no warm-up cost be-
causeit alwaysreplicatespacletsuponcontact.The link-state
protocolshave a x ed numberof replicasper packet. Thus
idealizedlink-stateprotocol providesus with a comparisorof
replicationversuslateng trade-of.

D. Scalability Consideations

Before continuing, we take a momentto discusssome
limiting factorsin our link-state protocol. In this work we
presenta protocol capableof learningnex nodes,new paths,
andedgeweightupdatesonline. However, for simplicity, there
is currently no mechanismfor eventual removal of old and
stalenodesor edges.The link-stategraphcan be extendedto
supportaging, penalizing,and entry pruning. We leave these
extensionsfor future work.



Fig. 4: Resulting min-path spanningtree as calculatedby
node 02 basedon its knowledge of the network stateat that
moment.Node 02 is indicatedby the double-borderedhode.
Edgeweightsare expectedlatenciesin minutes.

Our link-state protocol maintainsknowledgeof all known
nodesin the systemanddiffusesthatinformationin full. For a
large setof nodesthe costof sharinginformationmaybecome
burdensomeThereare mary optionsfor reducingthe size of
link-statemessageandthelink-stategraph.Nodescanchoose
to prunestateupdatemessaget speci ¢c nodesdependingn
expectedusefulnessf thatinformation.Nodesmight take into
consideratiorpruningfactorssuchasthe peers'successateat
routing paclets,its degreeof separatiorfrom other nodes,or
elapsedime sincelast contact.Similarly, the link-stategraph
tables can be reomganizedinto more hierarchical structures,
allowing nodesto determinesubsetof datato share,instead
of sharingall data.

In a larger or denserdevice population,a more relaxed
sharing model such as a gossippingprotocol, where infor-
mation is sharedon a randomizedand selectve basis can
be effective. Becausecommunicatioropportunitiesare sparse
in our network, we chooseto use a strict link-state sharing
protocol. We leave the exploration of gossippingprotocolsin
densemetworks for future work.

V. EXPERIMENTAL RESULTS

In this section,we evaluatethe performanceof the routing
algorithms, describedin the previous section, in terms of
successfullydelivered packets and one-way and round-trip
lateng of paclet delivery. As was the casein Sectionlll,
we randomly group nodesinto senderand recever pairs.

Becausecertainpairingscanresultin optimistically good (or
pessimisticallybad) results,we ran eachsuite of experiments
over ve setsof randomizedpairings. To obtain comparable
results,eachsuite of experimentsusedthe samepairing and
randomnumberseeding.The resultspresentedn this paper
combinethe ve setsof experimentaldata.

To explore the lateng characteristicof our routing algo-
rithms, the paclet generatiorpolicy mustbe carefully chosen.
Thekey issueis selectinga generatiorpolicy which shavs the
leastand the highestexpectedlatencies.We chosea paclet
generatiorpolicy basedon pairwise contactin our datatrace
sincethey representmomentsof communicationopportunity
Whenever a sourcemeetsa peer it createsa paclet to its
assigneddestination(which may not be the peerin contact)
immediately before and immediately after the moment of
contact. This approachgenerateshe least and the highest
expectedlatenciesfor every communicationopportunity

To enableus to measureaound-triptimes, we extendedthe
experimentsso that recever nodesgeneratean acknavledge-
ment paclet (destinedfor the sender)for every paclet they
receve. For simplicity, we referto the original paclet sentby
a senderas a ping and the resulting responsepaclet as an
ack. Ping andack pacletsarehandledandroutedin the same
way, thoughthey maytake differentpathsback.We considera
paclet to be successfullydeliveredif it reachests destination
beforethe end of the simulation.

For simplicity, we only presentresultsfor our rst user
study We found that the resultsfrom the two studiesshav
similar characteristicsand the trendsfound in the rst user
study are applicableto the seconduserstudy

A. Delivery Rateand Latency

Figure 5 shons a CDF plot of the latenciesof rst arrival
paclets for all the routing algorithms. Along the Y-axis is
the cumulative proportionof all paclets. Along the X-axis is
lateng/, measuredn hours on a semi-log scale. The graph
shavs the comparatie latenciesof epidemic comparedto
link state routing using different edge weighting methods.
Figure 5(a) shaws latenciesfor ping paclets only, and 5(b)
shaws ping+ackroundtrips.

The medianlateng for ping timesunderepidemicpropaga-
tion is just underthreedaysand86% of pacletsareeventually
delivered successfully The median lateng for round trip
ping+acktimes under epidemicis just under six days, with
a successfulelivery rate over 82%. Note that at the end of
the experiment,mary recentlygenerategacketsaresstill “in-
ight”, countingagainsthe protocolas“undeliveredpaclets”.
Thesemedianping and ping+acktimes (both lessthan one
week) are good, consideringthe very sparsenature of our
network. Recallthat our userstudy subjectsare studentswho
have oneweeklyclassin common- outsideof classthey could
be anywhereon or off campus.

We seein Figure 5(a) that the link-staterouting algorithms
achieved approximate40% succesgate of paclet delivery —
almost half of epidemics successate. Idealizedlink state,
which did not suffer from a warm-uppenalty performedwell
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comparedo epidemic,achiezing over 60% successfupaclet
delivery with a mediantime of six days.On the upside,the
link-state algorithmsused,on average,1/10th of the number
of pacletscomparedo epidemic.In the caseof idealizedlink

state,this signi cant reductionin paclet replicationcostonly

twice the latengy.

B. IncreasingNumberof Replicas

In previous sectionswe examinedlink-staterouting strate-
gies using no replication. Now we will study the improve-
ments,if ary, in lateng reductionthat derive from increasing
thereplicationfactor In theseexperimentsye limit replication
to only the source node of the paclets; subsequeninter
mediariescan only forward packets. Without this restriction,
replicationwould eventually resultin epidemic-like ooding
in the network.

Figure6 shavstheeffectsof extrareplicationsn themedian
andaverageweightinglink-stateprotocols.ldealizedlink state
shaws similar characteristicsaand thereforeis not shovn. In
eachof the gures, we shav the epidemicprotocol,two source
replications,one sourcereplication,and no replicationfor the

given routing protocol, indicated by “epidemic”, “2 replica-
tion”, “1 replication”,and“0 replication”, respectiely.

The gure shawsthatthe rst replicahasa large impacton
improving lateny and delivery succesdor both medianand
averagelink-statealgorithms.However, additionalreplication
provided limited gains. Allowing replication at intermediary
nodesmight provide moreopportunitiesfor improving lateng.
However, determining when an intermediate node should
replicateis subjectof future work.

C. IncreasingTrace Length

Our link state basedalgorithmsrely on past behaior in
order to establishrouting decisions.Unfortunately our two-
week long trace providesinsufcient time for the algorithms
to recouptheir warm-upcost. To explore how the algorithms
might perform over a longer trace, we concatenatedour
datatrace eight times and repeatedthe experimentsfor the
routing algorithms. Unlike idealized link state, the median
and exponentiallyweightedlink-state graphscan suffer from
“bouncing” wherecon icting decisionsare madedue to fre-
guentstatechangesandtransitions.



Fig. 7: Comparatie CDF plot of round-trip (ping+ack)rout-
ing, using repeatedracefrom userstudy 1

Our examinationof the datatracesuggestshat mary nodes
have weekly meeting patterns,even outside of classtimes.
Therefore,for eachsubsequentoncatenationtrace contacts
aretime-shiftedto presere the day-of-weekandtime-of-day
We acknavledgethat this introducesidealizedregularity into
the trace.However, our analysisof the datatrace shavs that
some nodesdo have regular meeting patterns,even in our
sparsetrace. The aim of this experimentis to explore what
might be possiblewith more tracedata.

Figure 7 shaws the ping+ackresultsfor all routing algo-
rithms over the repeatediatatrace.With the longerdatatrace,
all routing algorithms performedbetter with the link state
basedprotocolsshawving signi cant improvement.

Underepidemic,the medianroundtrip time in the repeated
traceis just over 6 days.Takingadvantageof theregularity, the
link-stateprotocolsshawv signi cant improvement.Using only
1/10th of the paclet replication, link-staterouting achieves a
medianlateng of just over two weeks.

While thesedelaysare not yet practical,we emphasizehe
very sparsenatureof our network. In mostcasegacletswere
successfullydeliveredto their destinatiorvia a multi-hop path
fasterthan waiting for direct contact.We expect latengy to
decreaseavith a much densemetwork.

D. Discussion

Our analysisof the data trace relies on using idealized
pacletsandin nite bandwidth.Thisassumptiorwasnecessary
becausehetracedatadoesnot containbandwidthinformation.
As aresult,the characterizationwhich relieson paclet count-
ing, can produceexaggeratedresults. For example, a single
momentof contactcan result in the delivery of thousands
of paclets, which might not be possible under less ideal
assumptions.

Despitethis idealizedassumptionour study highlights the
inherenttrade-of betweenateng andreplication.Replication
canimprove delivery lateng and successut eachadditional
replica representsadditional radio usage.As our user study
experimentin Sectionll shaws, battery life is a signi cant
limiting factorfor mobiledevices,andradiouseis a signi cant
sourceof power consumption.

VI. EXPERIENCES

In hindsight,we nd thatour original estimateof an8 to 10
hour work-dayis insufcient for our userbase.After the rst
user study with graduatestudents,we believed our estimate
workedwell. However, the seconduserstudyprovedto require
evenmoreworking batterylife. In post-perimentinterviews,
we found that graduatestudentskept chagersat their of ce,
andwould regularly rechage the deviceswhile at their desk.
Thus most graduatestudentsdid not fully exercisethe eight-
hour batterylife.

Most undegraduatestudentscannotrechage their devices
mid-day Fromthe onsetof the seconduserstudy a signi cant
numberof the userscould not nish their work-day without
drainingtheir devices. Thoughwe established strict regimen
of collecting data on a weekly basis, they often suffered
catastrophiaataloss from battery exhaustion,losing several
daysworth of data.

Furthermorewe alsofound that graduatestudentsverefar
moreconsenrative with the Palm devices.Few usedmorethan
the basicfeaturesandmostonly carriedthe devicesdiligently
without much usage After the rst experiment,mary partici-
pantsmentionedthat they understoodhe experimentalnature
of the software and objective, and treatedthe device with
delicatecare.

In contrast,the undegraduatestudentsused the devices
liberally. Within two weeks of the seconduser study we
foundthatmostof the participantshaddownloadedsigni cant
numbersof third-party software to use on the Palm devices,
including numerousgames.Clearly the usagepatternsof the
undegraduatesvere more demandinghan anticipated.

VIl. RELATED WORK

Relatedwork which utilize realmobility of subjectdncludes
ZebraNet[10], [11] and SWIM [12], which usedzebrasand
whales, respectiely. However, theseworks are focusedon
sensordata collection, and used epidemic propagation[4]
for dataforwarding. The focus of our work is to determine
whetherreal user mobility can be harnessedor building a
delay-toleranthetwork.

Due to the popularity of wirelessnetworking, mary works
[13]-[15] have studiedtracesof wirelessaccesgoint charac-
teristics,including client movementandpaclket usagepatterns.
Chaintreawet al. [16] transformedheseWiFi tracesto appear
as pairwise contacttracesfor DTN analysis.The transforma-
tion assumethatclientswhich canseeanaccesgointcanalso
seeeachother However, we believe usingWiFi tracess over-
optimistic. Due to the large rangeof WiFi, clientson opposite
sidesof anaccespoint might not beableto communicatevith
one another despiteboth beingableto communicatewith the
accesgoint.

Chaintreatet al. alsoprovide datatracesof pairwisecontact
collectedfrom a conferenceTheir analysisshavs long-tailed
distributionsfor contactintervals, which suggestshatrandom
strangersare not good candidatedor ef cient forwarding of
paclets.We hypothesizehat physically co-locatedcommuni-
ties of nodesare bettercandidatedor effective forwarding.



Recentworks in forwardingalgorithmsover DTNs include
Spray and Wait [17], where nodesspreada limited number
of multiple-cogy replicasinto the network using heuristics
for optimizing distribution. Spray-and-Vdit shovs promising
resultsundera randomwalk model[18]. Determininghow the
algorithmperformsunderan empirical datatraceis a topic of
possiblefuture work.

Spropouloset al. [19] provides a theoretical analysis of
severalsingle-copy forwardingstratgyiesundera randomwalk
model. This work introducesa forwarding algorithm based
on diffusing contactinterval information betweennodesas
a probabilistic utility function. Our work differs in that we
provide an analysisover empirical traces. Furthermorewe
contend that use of history information, such as our use
of a link-state routing algorithm, can provide nodes with
more information regarding physical communities.This can
subsequentlymprove routing and route maintenance.

Many related works have examined gossipping proto-
cols for ad hoc routing and resourcelocation [20]-[23].
Li Em AZ. [24] shaws that with locationinformation, gossip
messagédorwardingprobability canbe tailoredto an elliptical
region, reducingthe numberof gossipmessageby up to 94%.
However, theseworks assumeuniform or randomplacement
of immobile ad hoc nodeswithin a boundedregion. Nodes
communicateby forming connectedad hoc networks, using
radiocoverageo transmitfrom hopto hop.Ourwork is unique
in that we apply a network link state information sharing
protocol over datatracesof usercontactpatterns.Our nodes
arehighly mobile,andconnectedid hoc networksrarelyform.
Thus exploring how a gossippingschemecan be effectively
appliedto sucha mobile network is left for future work.

VIIl. CONCLUSIONS

The goal of this work wasto determinewhetherrealhuman
mobility patternscanbeusedto build adelay-tolerannhetwork.
To this end, we performedtwo user studiesto collect trace
dataof pairwise contactbetweenmobile usersin a university
ervironment. This datashaved that even thoughour network
is sparsejt hasgood connectvity, and multi-hop forwarding
canbeusedto reducedelivery latencieccomparedvith waiting
for nodesto have direct contact.

Nodesin adelay-toleranhetwork areseldomin contactand
do not typically have instantaneougnd-to-endconnectvity.
As aresult,traditionalrouting algorithmsfor ad hoc networks
are not well suited for delay-tolerantnetwork. In addition,
routing information in these networks can quickly become
staleso replicationmay be requiredto improve paclet deliv-
ery latencies.We study this lateng versusreplicationtrade-
off by running our tracesunder epidemic propagation(low-
lateng/, high replication) and link-state routing algorithms
(low replication, potentially high lateng). Our results shov
that it is possibleto perform single-replicalink state based
routing in our delay-tolerantnetwork, using only 1/10th of
the paclets comparedo epidemicwhile incurring only twice
the latengy (seven vs. threedays). While the medianlateng
of the collectedtracesis measuredn days,it is importantto

take into accountthe sparsenatureof our network. We expect
thata deploymentwith hundredspr eventhousandsof nodes
would have muchlower latencies.

Finally, we describedour experiencesin developing and
deploying instrumentedmobile devicesto real users.Our ex-
perienceshav that power managemenfor consumeidevices
is still an areawith much room for improvement.Currently
mobile devices have either an active or a sleep mode of
operation.They would greatlybene t from athird background
ambientmode of operationwhere they sensetheir network
ervironment.

As future work, we plan to instrumentanotheruser study
with improved device battery longevity, and collect longer
traces.Furtherstudieswill also include bandwidthmeasure-
ments which will allow a more detailed comparisonwith
otherdelay-tolerantand Bandwidthdatawould alsoallow the
evaluation of enegy trade-ofs in different routing policies.
We expectthata morefocusedusergroup,for examplenurses
in a hospitalor elder carefacility, will provide densertraces
of pairwise contactswith improved network connectvity and
latencies.Furtherin the future, we plan to experimentwith
larger groupsof usersto determineusercommunities.
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